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xiii

This introductory-level biostatistics text is designed for upper-level undergraduate 
or graduate students interested in medicine or other health-related areas. It requires 
no previous background in statistics, and its mathematical level assumes only a 
knowledge of algebra.
	 Fundamentals of Biostatistics evolved from notes that I have used in a biostatistics 
course taught to Harvard University undergraduates, Harvard Medical School, and 
Harvard School of Public Health students over the past 30 years. I wrote this book 
to help motivate students to master the statistical methods that are most often used 
in the medical literature. From the student’s viewpoint, it is important that the 
example material used to develop these methods is representative of what actually 
exists in the literature. Therefore, most of the examples and exercises in this book 
are based either on actual articles from the medical literature or on actual medi-
cal research problems I have encountered during my consulting experience at the 
Harvard Medical School.

The Approach
Most introductory statistics texts either use a completely nonmathematical, cookbook 
approach or develop the material in a rigorous, sophisticated mathematical frame-
work. In this book, however, I follow an intermediate course, minimizing the amount 
of mathematical formulation but giving complete explanations of all important 
concepts. Every new concept in this book is developed systematically through com-
pletely worked-out examples from current medical research problems. In addition, I 
introduce computer output where appropriate to illustrate these concepts.
	 I initially wrote this text for the introductory biostatistics course. However, the 
field has changed dramatically over the past 30 years; because of the increased power 
of newer statistical packages, we can now perform more sophisticated data analyses 
than ever before. Therefore, a second goal of this text is to present these new tech-
niques at an introductory level so that students can become familiar with them without 
having to wade through specialized (and, usually, more advanced) statistical texts.
	 To differentiate these two goals more clearly, I included most of the content for 
the introductory course in the first 12 chapters. More advanced statistical techniques 
used in recent epidemiologic studies are covered in Chapter 13, “Design and Analysis 
Techniques for Epidemiologic Studies,” and Chapter 14, “Hypothesis Testing:  
Person-Time Data.” 

Preface
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xiv              Preface

Changes in the Eighth Edition
For this edition, I have added three new sections and added new content to three 
other sections. Features new to this edition include the following:

■	 The data sets are now available on the book’s Companion Website at www 
.cengage.com/statistics/rosner in an expanded set of formats, including Excel, 
Minitab®, SPSS, JMP, SAS, Stata, R, and ASCII formats.

■	 Data and medical research findings in Examples have been updated.

■	 New or expanded coverage of the followings topics has been added:

	 ■	 The Bootstrap (Section 6.11)

	 ■	 One-sample inference for the Binomial Distribution (Section 7.9)

	 ■	 Permutation Tests (Section 9.6)

	 ■	 Sample size estimation for logistic regression (Section 13.9)

	 ■	 Estimation of survival curves: The Kaplan-Meier Estimator (Section 14.9)

	 ■	 Derivation of selected formulas (Sections 7.12, 8.11, 10.9, 11.14, 12.11, 
13.17, 14.15)

The new sections and the expanded sections for this edition have been indicated by 
an asterisk in the table of contents.

Exercises
This edition contains 1,490 exercises; 171 of these exercises are new. Data and medical 
research findings in the problems have been updated where appropriate. All problems 
based on the data sets are included. Problems marked by an asterisk (*) at the end of 
each chapter have corresponding brief solutions in the answer section at the back of 
the book. Based on requests from students for more completely solved problems, ap-
proximately 600 additional problems and complete solutions are presented in the 
Study Guide available on the Companion Website accompanying this text. In addition, 
approximately 100 of these problems are included in a Miscellaneous Problems section 
and are randomly ordered so that they are not tied to a specific chapter in the book.  
This gives the student additional practice in determining what method to use in what 
situation. Complete instructor solutions to all exercises are available at the instructor 
companion website at cengage.com/statistics/rosner.

Computation Method
The method of handling computations is similar to that used in the seventh edi-
tion. All intermediate results are carried to full precision (10+ significant digits), 
even though they are presented with fewer significant digits (usually 2 or 3) in the 
text. Thus, intermediate results may seem inconsistent with final results in some 
instances; this, however, is not the case. 

Organization
Fundamentals of Biostatistics, Eighth Edition, is organized as follows.
	 Chapter 1 is an introductory chapter that contains an outline of the develop-
ment of an actual medical study with which I was involved. It provides a unique 
sense of the role of biostatistics in medical research.
	 Chapter 2 concerns descriptive statistics and presents all the major numeric and 
graphic tools used for displaying medical data. This chapter is especially important 
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Preface                    xv

for both consumers and producers of medical literature because much information 
is actually communicated via descriptive material.
	 Chapters 3 through 5 discuss probability. The basic principles of probability are 
developed, and the most common probability distributions—such as the binomial 
and normal distributions—are introduced. These distributions are used extensively 
in later chapters of the book. The concepts of prior probability and posterior prob-
ability are also introduced.
	 Chapters 6 through 10 cover some of the basic methods of statistical inference.
	 Chapter 6 introduces the concept of drawing random samples from popula-
tions. The difficult notion of a sampling distribution is developed and includes an 
introduction to the most common sampling distributions, such as the t and chi-
square distributions. The basic methods of estimation, including an extensive discus-
sion of confidence intervals, are also presented. In addition, the bootstrap method for 
obtaining confidence limits is introduced for the first time.
	 Chapters 7 and 8 contain the basic principles of hypothesis testing. The most 
elementary hypothesis tests for normally distributed data, such as the t test, are also 
fully discussed for one- and two-sample problems.
	 Chapter 9 covers the basic principles of nonparametric statistics. The assump-
tions of normality are relaxed, and distribution-free analogues are developed for the 
tests in Chapters 7 and 8. The technique of permutation testing, which is widely used in 
genetic studies, is introduced for the first time.
	 Chapter 10 contains the basic concepts of hypothesis testing as applied to cat-
egorical data, including some of the most widely used statistical procedures, such as 
the chi-square test and Fisher’s exact test.
	 Chapter 11 develops the principles of regression analysis. The case of simple lin-
ear regression is thoroughly covered, and extensions are provided for the multiple-
regression case. Important sections on goodness-of-fit of regression models are also 
included. Also, rank correlation is introduced, including methods for obtaining 
confidence intervals for rank correlation.
	 Chapter 12 introduces the basic principles of the analysis of variance (ANOVA).  
The one-way analysis of variance fixed- and random-effects models are discussed.  
In addition, two-way ANOVA, the analysis of covariance, and mixed effects mod-
els are covered. Finally, we discuss nonparametric approaches to one-way ANOVA.  
Multiple comparison methods including material on the false discovery rate are also 
provided.  
	 Chapter 13 discusses methods of design and analysis for epidemiologic studies.  
The most important study designs, including the prospective study, the case-control 
study, the cross-sectional study, and the cross-over design are introduced. The con-
cept of a confounding variable—that is, a variable related to both the disease and 
the exposure variable—is introduced, and methods for controlling for confound-
ing, which include the Mantel-Haenszel test and multiple-logistic regression, are 
discussed in detail. Extensions to logistic regression models, including conditional 
logistic regression, polytomous logistic regression, and ordinal logistic regression, are 
discussed. Methods of estimation of sample size for logistic regression models are provided 
for the first time. This discussion is followed by the exploration of topics of current 
interest in epidemiologic data analysis, including meta-analysis (the combination 
of results from more than one study); correlated binary data techniques (techniques 
that can be applied when replicate measures, such as data from multiple teeth from 
the same person, are available for an individual); measurement error methods (use-
ful when there is substantial measurement error in the exposure data collected); 
equivalence studies (whose objective it is to establish bioequivalence between two 
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treatment modalities rather than that one treatment is superior to the other); and 
missing-data methods for how to handle missing data in epidemiologic studies.  
Longitudinal data analysis and generalized estimating equation (GEE) methods are 
also briefly discussed.
	 Chapter 14 introduces methods of analysis for person-time data. The methods 
covered in this chapter include those for incidence-rate data, as well as several meth-
ods of survival analysis: the Kaplan-Meier survival curve estimator, the log-rank test, 
and the proportional-hazards model. Methods for testing the assumptions of the 
proportional-hazards model have also been included. Parametric survival analysis 
methods are also discussed.
	 Throughout the text—particularly in Chapter 13—I discuss the elements of 
study designs, including the concepts of matching; cohort studies; case-control 
studies; retrospective studies; prospective studies; and the sensitivity, specificity, 
and predictive value of screening tests. These designs are presented in the context 
of actual samples. In addition, Chapters 7, 8, 10, 11, 13, and 14 contain specific 
sections on sample-size estimation for different statistical situations.
	 There have been two important organizational changes in the presentation of 
material in the text. First, the derivation of more complex formulas have either been 
moved after the statement of an equation or to separate derivation sections at the 
end of the chapter, to enable students to access the main results in the equations 
more immediately. Second, there are numerous subsections entitled “Using the 
Computer to Perform a Specific Test” to more clearly highlight use of the computer 
to implement many of the methods in the text.
	 A flowchart of appropriate methods of statistical inference (see pages 895–900) 
is a handy reference guide to the methods developed in this book. Page references 
for each major method presented in the text are also provided. In Chapters 7 and 8 
and Chapters 10–14, I refer students to this flowchart to give them some perspective 
on how the methods discussed in a given chapter fit with all the other statistical 
methods introduced in this book.
	 In addition, I have provided an index of applications, grouped by medical spe-
cialty, summarizing all the examples and problems this book covers.
	 Finally, we provide for the first time, an index of computer software to more clearly 
identify the computer commands in specific computer packages that are featured in the text.
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1

1General Overview

Statistics is the science whereby inferences are made about specific random phe-
nomena on the basis of relatively limited sample material. The field of statistics 
has two main areas: mathematical statistics and applied statistics. Mathematical 
statistics concerns the development of new methods of statistical inference and 
requires detailed knowledge of abstract mathematics for its implementation.  
Applied statistics involves applying the methods of mathematical statistics to spe-
cific subject areas, such as economics, psychology, and public health. Biostatistics 
is the branch of applied statistics that applies statistical methods to medical and bio-
logical problems. Of course, these areas of statistics overlap somewhat. For example, 
in some instances, given a certain biostatistical application, standard methods do 
not apply and must be modified. In this circumstance, biostatisticians are involved 
in developing new methods.

A good way to learn about biostatistics and its role in the research process is to 
follow the flow of a research study from its inception at the planning stage to its com-
pletion, which usually occurs when a manuscript reporting the results of the study  
is published. As an example, I will describe one such study in which I participated.

A friend called one morning and in the course of our conversation mentioned 
that he had recently used a new, automated blood-pressure measuring device of the 
type seen in many banks, hotels, and department stores. The machine had measured 
his average diastolic blood pressure on several occasions as 115 mm Hg; the highest 
reading was 130 mm Hg. I was very worried, because if these readings were accurate, 
my friend might be in imminent danger of having a stroke or developing some other 
serious cardiovascular disease. I referred him to a clinical colleague of mine who,  
using a standard blood-pressure cuff, measured my friend’s diastolic blood pressure 
as 90 mm Hg. The contrast in readings aroused my interest, and I began to jot down 
readings from the digital display every time I passed the machine at my local bank. 
I got the distinct impression that a large percentage of the reported readings were in 
the hypertensive range. Although one would expect hypertensive individuals to be 
more likely to use such a machine, I still believed that blood-pressure readings from 
the machine might not be comparable with those obtained using standard methods 
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2              C H A P T E R  1      General Overview

of blood-pressure measurement. I spoke with Dr. B. Frank Polk, a physician at Harvard  
Medical School with an interest in hypertension, about my suspicion and succeeded 
in interesting him in a small-scale evaluation of such machines. We decided to send 
a human observer, who was well trained in blood-pressure measurement techniques, 
to several of these machines. He would offer to pay participants 50¢ for the cost of 
using the machine if they would agree to fill out a short questionnaire and have 
their blood pressure measured by both a human observer and the machine.

At this stage we had to make several important decisions, each of which proved 
vital to the success of the study. These decisions were based on the following  
questions:

(1)	 How many machines should we test?

(2)	 How many participants should we test at each machine?

(3)	 In what order should we take the measurements? That is, should the human 
observer or the machine take the first measurement? Under ideal circumstances 
we would have taken both the human and machine readings simultaneously, 
but this was logistically impossible.

(4)	 What data should we collect on the questionnaire that might influence the 
comparison between methods?

(5)	 How should we record the data to facilitate computerization later?

(6)	 How should we check the accuracy of the computerized data?

	 We resolved these problems as follows:

(1) and (2) Because we were not sure whether all blood-pressure machines were 
comparable in quality, we decided to test four of them. However, we wanted to 
sample enough subjects from each machine so as to obtain an accurate comparison 
of the standard and automated methods for each machine. We tried to predict how 
large a discrepancy there might be between the two methods. Using the methods of 
sample-size determination discussed in this book, we calculated that we would need 
100 participants at each site to make an accurate comparison.

(3) We then had to decide in what order to take the measurements for each 
person. According to some reports, one problem with obtaining repeated blood- 
pressure measurements is that people tense up during the initial measurement, yield-
ing higher blood-pressure readings. Thus we would not always want to use either the 
automated or manual method first, because the effect of the method would get con-
fused with the order-of-measurement effect. A conventional technique we used here 
was to randomize the order in which the measurements were taken, so that for any 
person it was equally likely that the machine or the human observer would take the 
first measurement. This random pattern could be implemented by flipping a coin or, 
more likely, by using a table of random numbers similar to Table 4 of the Appendix.

(4) We believed that the major extraneous factor that might influence the results 
would be body size (we might have more difficulty getting accurate readings from 
people with fatter arms than from those with leaner arms). We also wanted to get 
some idea of the type of people who use these machines. Thus we asked questions 
about age, gender, and previous hypertension history.

(5) To record the data, we developed a coding form that could be filled out on 
site and from which data could be easily entered into a computer for subsequent 
analysis. Each person in the study was assigned a unique identification (ID) number 
by which the computer could identify that person. The data on the coding forms 
were then keyed and verified. That is, the same form was entered twice and the two 
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records compared to make sure they were the same. If the records did not match, the 
form was re-entered.

(6) Checking each item on each form was impossible because of the large 
amount of data involved. Instead, after data entry we ran some editing programs 
to ensure that the data were accurate. These programs checked that the values for 
individual variables fell within specified ranges and printed out aberrant values for 
manual checking. For example, we checked that all blood-pressure readings were at 
least 50 mm Hg and no higher than 300 mm Hg, and we printed out all readings 
that fell outside this range. We also ran programs to detect outliers as discussed later 
in this book.

After completing the data-collection, data-entry, and data-editing phases, we 
were ready to look at the results of the study. The first step in this process is to get 
an impression of the data by summarizing the information in the form of several 
descriptive statistics. This descriptive material can be numeric or graphic. If numeric, 
it can be in the form of a few summary statistics, which can be presented in tabular 
form or, alternatively, in the form of a frequency distribution, which lists each value 
in the data and how frequently it occurs. If graphic, the data are summarized pictori-
ally and can be presented in one or more figures. The appropriate type of descriptive 
material to use varies with the type of distribution considered. If the distribution is 
continuous—that is, if there is essentially an infinite number of possible values, as 
would be the case for blood pressure—then means and standard deviations may be 
the appropriate descriptive statistics. However, if the distribution is discrete—that 
is, if there are only a few possible values, as would be the case for gender—then 
percentages of people taking on each value are the appropriate descriptive measure. 
In some cases both types of descriptive statistics are used for continuous distribu-
tions by condensing the range of possible values into a few groups and giving the 
percentage of people that fall into each group (e.g., the percentages of people who 
have blood pressures between 120 and 129 mm Hg, between 130 and 139 mm Hg,  
and so on).

In this study we decided first to look at mean blood pressure for each method at 
each of the four sites. Table 1.1 summarizes this information [1].

You may notice from this table that we did not obtain meaningful data from 
all 100 people interviewed at each site. This was because we could not obtain valid 
readings from the machine for many of the people. This problem of missing data is 
very common in biostatistics and should be anticipated at the planning stage when 
deciding on sample size (which was not done in this study).

	 Table 1.1 	 Mean blood pressures and differences between machine  
and human readings at four locations

Location
Number  

of people

Systolic blood pressure (mm Hg)

Machine Human Difference

 
Mean

Standard 
deviation

 
Mean

Standard 
deviation

 
Mean

Standard 
deviation

A 98 142.5 21.0 142.0 18.1 0.5 11.2
B 84 134.1 22.5 133.6 23.2 0.5 12.1
C 98 147.9 20.3 133.9 18.3 14.0 11.7
D 62 135.4 16.7 128.5 19.0 6.9 13.6

Source: Based on the American Heart Association, Inc.

Copyright 2016 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).

Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



4              C H A P T E R  1      General Overview

Our next step in the study was to determine whether the apparent differences in 
blood pressure between machine and human measurements at two of the locations 
(C, D) were “real” in some sense or were “due to chance.” This type of question falls 
into the area of inferential statistics. We realized that although there was a differ-
ence of 14 mm Hg in mean systolic blood pressure between the two methods for 
the 98 people we interviewed at location C, this difference might not hold up if we 
interviewed 98 other people at this location at a different time, and we wanted to 
have some idea as to the error in the estimate of 14 mm Hg. In statistical jargon, 
this group of 98 people represents a sample from the population of all people who 
might use that machine. We were interested in the population, and we wanted to
use the sample to help us learn something about the population. In particular, we 
wanted to know how different the estimated mean difference of 14 mm Hg in our 
sample was likely to be from the true mean difference in the population of all peo-
ple who might use this machine. More specifically, we wanted to know if it was still 
possible that there was no underlying difference between the two methods and that 
our results were due to chance. The 14-mm Hg difference in our group of 98 people 
is referred to as an estimate of the true mean difference (d) in the population. The 
problem of inferring characteristics of a population from a sample is the central con-
cern of statistical inference and is a major topic in this text. To accomplish this aim, 
we needed to develop a probability model, which would tell us how likely it is that 
we would obtain a 14-mm Hg difference between the two methods in a sample of 
98 people if there were no real difference between the two methods over the entire 
population of users of the machine. If this probability were small enough, then we 
would begin to believe a real difference existed between the two methods. In this 
particular case, using a probability model based on the t distribution, we concluded 
this probability was less than 1 in 1000 for each of the machines at locations C and D. 
This probability was sufficiently small for us to conclude there was a real difference 
between the automatic and manual methods of measuring blood pressure for two of 
the four machines tested.

We used a statistical package to perform the preceding data analyses. A package 
is a collection of statistical programs that describe data and perform various statisti-
cal tests on the data. Currently the most widely used statistical packages are SAS, 
SPSS, Stata, R, MINITAB, and Excel.

The final step in this study, after completing the data analysis, was to compile 
the results in a publishable manuscript. Inevitably, because of space considerations, 
we weeded out much of the material developed during the data-analysis phase and 
presented only the essential items for publication.

This review of our blood-pressure study should give you some idea of what 
medical research is about and the role of biostatistics in this process. The material in 
this text parallels the description of the data-analysis phase of the study. Chapter 2  
summarizes different types of descriptive statistics. Chapters 3 through 5 present 
some basic principles of probability and various probability models for use in later 
discussions of inferential statistics. Chapters 6 through 14 discuss the major topics 
of inferential statistics as used in biomedical practice. Issues of study design or data 
collection are brought up only as they relate to other topics discussed in the text.

[1] Polk, B. F., Rosner, B., Feudo, R., & Vandenburgh, M. 
(1980). An evaluation of the Vita-Stat automatic blood pres-
sure measuring device. Hypertension, 2(2), 221−227.

R e f e r e n c e
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2
	 2.1	 I n t r o d u c t i o n

The first step in looking at data is to describe the data at 
hand in some concise way. In smaller studies this step can be 
accomplished by listing each data point. In general, however, 
this procedure is tedious or impossible and, even if it were 
possible, would not give an overall picture of what the data 
look like.

Descriptive Statistics

	 Example 2.1 	 Cancer, Nutrition  Some investigators have proposed that consumption of vitamin A 
prevents cancer. To test this theory, a dietary questionnaire might be used to collect 
data on vitamin-A consumption among 200 hospitalized cancer patients (cases) and 
200 controls. The controls would be matched with regard to age and gender with the 
cancer cases and would be in the hospital at the same time for an unrelated disease. 
What should be done with these data after they are collected?

Before any formal attempt to answer this question can be made, the vitamin-A 
consumption among cases and controls must be described. Consider Figure 2.1. The 
bar graphs show that the controls consume more vitamin A than the cases do, par-
ticularly at consumption levels exceeding the Recommended Daily Allowance (RDA).

	 Example 2.2 	 Pulmonary Disease  Medical researchers have often suspected that passive smokers—
people who themselves do not smoke but who live or work in an environment in 
which others smoke—might have impaired pulmonary function as a result. In 1980 
a research group in San Diego published results indicating that passive smokers did 
indeed have significantly lower pulmonary function than comparable nonsmokers 
who did not work in smoky environments [1]. As supporting evidence, the authors 
measured the carbon-monoxide (CO) concentrations in the working environments 
of passive smokers and of nonsmokers whose companies did not permit smoking in 
the workplace to see if the relative CO concentration changed over the course of the 
day. These results are displayed as a scatter plot in Figure 2.2.

Figure 2.2 clearly shows that the CO concentrations in the two working environ-
ments are about the same early in the day but diverge widely in the middle of the 
day and then converge again after the workday is over at 7 p.m.

Graphic displays illustrate the important role of descriptive statistics, which 
is to quickly display data to give the researcher a clue as to the principal trends in 
the data and suggest hints as to where a more detailed look at the data, using the 
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6              C H A P T E R  2      Descriptive Statistics

methods of inferential statistics, might be worthwhile. Descriptive statistics are also 
crucially important in conveying the final results of studies in written publications. 
Unless it is one of their primary interests, most readers will not have time to criti-
cally evaluate the work of others but will be influenced mainly by the descriptive 
statistics presented.

What makes a good graphic or numeric display? The main guideline is that 
the material should be as self-contained as possible and should be understandable 
without reading the text. These attributes require clear labeling. The captions, units, 
and axes on graphs should be clearly labeled, and the statistical terms used in tables 
and figures should be well defined. The quantity of material presented is equally 
important. If bar graphs are constructed, then care must be taken to display neither 
too many nor too few groups. The same is true of tabular material.

Many methods are available for summarizing data in both numeric and graphic 
form. In this chapter these methods are summarized and their strengths and weak-
nesses noted.

	 2.2	 Me  a s u r e s  o f  L o c at i o n

The basic problem of statistics can be stated as follows: Consider a sample of data  
x1, . . . , xn, where x1 corresponds to the first sample point and xn corresponds to the 

	 Figure 2.1 	 Daily vitamin-A consumption among cancer cases and controls
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nth sample point. Presuming that the sample is drawn from some population P, 
what inferences or conclusions can be made about P from the sample?

Before this question can be answered, the data must be summarized as succinctly 
as possible; this is because the number of sample points is often large, and it is easy 
to lose track of the overall picture when looking at individual sample points. One 
type of measure useful for summarizing data defines the center, or middle, of the 
sample. This type of measure is a measure of location.

The Arithmetic Mean
How to define the middle of a sample may seem obvious, but the more you think 
about it, the less obvious it becomes. Suppose the sample consists of the birth-
weights of all live-born infants born at a private hospital in San Diego, California, 
during a 1-week period. This sample is shown in Table 2.1.

One measure of location for this sample is the arithmetic mean (colloqui-
ally called the average). The arithmetic mean (or mean or sample mean) is usually 
denoted by x.

	 Figure 2.2 	 Mean carbon-monoxide concentration (± standard error) by time of day as measured 
in the working environment of passive smokers and in nonsmokers who work in a 
nonsmoking environment
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	 Definition 2.1 	 The arithmetic mean is the sum of all the observations divided by the number of 
observations. It is written in statistical terms as
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	 Example 2.3 	  If	 x1 = 2	 x2 = 5	 x3 = -4

find	 x x x xi
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	 	 Solution: 

	 	 x x
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1
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2 2 6x xi i
ii

It is important to become familiar with summation signs because they are used 
extensively throughout the remainder of the text.

	 Table 2.1 	 Sample of birthweights (g) of live-born infants born at a private hospital in San Diego, 
California, during a 1-week period

i	 xi	 i	 xi	 i	 xi	 i	 xi

1	 3265	 6	 3323	 11	 2581	 16	 2759
2	 3260	 7	 3649	 12	 2841	 17	 3248
3	 3245	 8	 3200	 13	 3609	 18	 3314
4	 3484	 9	 3031	 14	 2838	 19	 3101
5	 4146	 10	 2069	 15	 3541	 20	 2834
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	 Example 2.4 	 What is the arithmetic mean for the sample of birthweights in Table 2.1?

		  x = + + + =( ) .3265 3260 2834 20 3166 9L g

The arithmetic mean is, in general, a very natural measure of location. One 
of its main limitations, however, is that it is oversensitive to extreme values. In 
this instance, it may not be representative of the location of the great majority 
of sample points. For example, if the first infant in Table 2.1 happened to be a 
premature infant weighing 500 g rather than 3265 g, then the arithmetic mean 
of the sample would fall to 3028.7 g. In this instance, 7 of the birthweights would 
be lower than the arithmetic mean, and 13 would be higher than the arithmetic 
mean. It is possible in extreme cases for all but one of the sample points to be on 
one side of the arithmetic mean. In these types of samples, the arithmetic mean 
is a poor measure of central location because it does not reflect the center of the 
sample. Nevertheless, the arithmetic mean is by far the most widely used measure 
of central location.

The Median
An alternative measure of location, perhaps second in popularity to the arithmetic 
mean, is the median or, more precisely, the sample median.

Suppose there are n observations in a sample. If these observations are ordered 
from smallest to largest, then the median is defined as follows:

	 Definition 2.2 	 The sample median is

(1)	 The 
n +





1
2

th largest observation if n is odd

(2)	 The average of the 
n
2







th and 
n
2

1+





th largest observations if n is even

The rationale for these definitions is to ensure an equal number of sample points 
on both sides of the sample median. The median is defined differently when n is 
even and odd because it is impossible to achieve this goal with one uniform defini-
tion. Samples with an odd sample size have a unique central point; for example, 
for samples of size 7, the fourth largest point is the central point in the sense that 
3 points are smaller than it and 3 points are larger. Samples with an even sample size 
have no unique central point, and the middle two values must be averaged. Thus, 
for samples of size 8 the fourth and fifth largest points would be averaged to obtain 
the median, because neither is the central point.

	 Example 2.5 	 Compute the sample median for the sample in Table 2.1.

	 	 Solution:  First, arrange the sample in ascending order:

�2069, 2581, 2759, 2834, 2838, 2841, 3031, 3101, 3200, 3245, 3248, 3260, 3265, 
3314, 3323, 3484, 3541, 3609, 3649, 4146

Because n is even,

Sample median = average of the 10th and 11th largest observations
	 = (3245 + 3248)/2 = 3246.5 g
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